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Abstract

Comprehending communication is dependent on analyzing the different modalities of conversation, including audio, visual,
and others. This is a natural process for humans, but in digital libraries, where preservation and dissemination of digital
information are crucial, it is acomplex task. A rich conversational model, encompassing all modalities and their co-occurrences,
is required to effectively analyze and interact with digital information. Currently, the analysis of co-speech gestures in videos
is done through manual annotation by linguistic experts based on textual searches. However, this approach is limited and does
not fully utilize the visual modality of gestures. This paper proposes a visual gesture retrieval method using a deep learning
architecture to extend current research in this area. The method is based on body keypoints and uses an attention mechanism
to focus on specific groups. Experiments were conducted on a subset of the NewsScape dataset, which presents challenges
such as multiple people, camera perspective changes, and occlusions. A user study was conducted to assess the usability
of the results, establishing a baseline for future gesture retrieval methods in real-world video collections. The results of the
experiment demonstrate the high potential of the proposed method in multimodal communication research and highlight
the significance of visual gesture retrieval in enhancing interaction with video content. The integration of visual similarity
search for gestures in the open-source multimedia retrieval stack, vitrivr, can greatly contribute to the field of computational
linguistics. This research advances the understanding of the role of the visual modality in co-speech gestures and highlights
the need for further development in this area.

Keywords Gesture retrieval - Co-speech gestures - Multimodal retrieval - Video archive - Communication studies

1 Introduction

B Mahnaz Parian-Scherb o ) )
mahnaz.parian-scherb@unibas.ch Human communication is inherently multimodal. In its most

Peter Uhrig natural form—face-to-face interaction—we do not simply

peter.uhrig @tu-dresden.de

Luca Rossetto
rossetto @ifi.uzh.ch

Stéphane Dupont
stephane.dupont@umons.ac.be

Heiko Schuldt
heiko.schuldt@unibas.ch

Department of Mathematics and Computer Science,
University of Basel, Basel, Switzerland

Center for Scalable Data Analytics and Artificial Intelligence
(Scads.Al), TU Dresden, Dresden, Germany

Department of Informatics, University of Zurich, Zurich,
Switzerland

Department of Computer Science, University of Mons, Mons,

Belgium

Published online: 24 July 2023

decode a stream of sounds to create a message; as some sim-
plified models of communication imply, we actually hear
so much more in the audio signal, communicated by pitch,
intensity, and voice quality, and we see so much more, some
related to the audio content (in particular lip movement),
some less strongly so but often still highly relevant, gesture,
facial expression, or body pose. Consider the following short
quote from the Ellen DeGeneres Show [1]:

(=135 =]
% p

[=

(1) okay | let‘s just break this down | first of all I'm not
married | I'm married | that’s all
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(NewsScape 2015-01-15 _0000_US_KNBC_The_Ellen_
DeGene res_Show, 0:02:16-0:02:24)

From the verbal channel alone [2], the utterance is diffi-
cult to fully understand. Even listening to the audio is not
enough to understand it, although the audio signal shows
something strange, i.e., the first instance of married being
twice as long the as the second. The context of the utterance
is that DeGeneres’s words are a reply to an Op-Ed piece in
the Christian Post by Larry Tomczak [3]:

Here’s how Hollywood is promoting homosexuality
right now:

—[...]

— “Ellen DeGeneres” celebrates her lesbianism and
“marriage” in between appearances of guests like Tay-
lor Swift to attract young girls.

Still, the full meaning of the utterance only becomes clear
when we look at the visual mode (scan QR code or click on the
url in the footnote)!. The use of so-called “air quotes” on the
first instance of married mirrors Tomczak’s use of quotation
marks in the article, implying that her lesbian marriage isnota
real marriage, a position that DeGeneres then goes on to reject
when she utters married for the second time, accompanied
by a shrug-like gesture.

Of course, this is an extreme example, but a computer sys-
tem that is designed to successfully and seamlessly interact
with humans needs to be aware of the influence co-speech
gesture has on the meaning of the utterance, just as it needs
to be aware of the influence of prosodic cues such as rising
intonations that encode certain types of questions. This is
particularly the case in a wide range of modern applications
in human machine interactions when users interact with sys-
tems via several modalities. In this paper, we describe a set
of technologies that could be used to help interactive com-
puter systems understand multimodal communication in the
future. Such methods can also be used to study multimodal
communication in a research context in order to create mod-
els and baselines for such systems.

Since the problem of understanding such multimodal
communication is a super-set of the problem of speech tran-
scription, as it is currently used for many natural language
interfaces for digital libraries or general interactive systems,
the computational cost for its analysis is correspondingly
larger. Audio-visual retrieval systems [4], which are the other
side of the multimedia content, also require sophisticated
infrastructure for serving large amounts of data. When deal-
ing with large repositories of video data, being able to query
for such non-verbal communication, in addition to already
established text-based retrieval mechanisms, can further aid
in increasing the accessibility of the contained information.

! http://go.redhenlab.org/zaa/ 14
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‘We thus also describe the creation and continuous improve-
ments of research infrastructures that can be used in this kind
of research. As we will see, finding relevant data based on co-
speech gestures—which is only the first step of any research
endeavor—is already a substantial challenge, especially in
the absence of ground truth in the collection.

Data collection for the study of multimodal communica-
tion, which can be used in search systems in digital libraries,
has always been labor-intensive. Traditionally, it involved
either carrying out and recording experiments in a labora-
tory setting, or sifting through countless hours of video. The
situation improved for certain research questions with col-
lections such as the UCLA Library Broadcast NewsScape,
which records TV news (in a broad sense) from the USA, but
also other places around the globe. The NewsScape project
[5] 2 offers various access options (see [6] for a critical
evaluation) to the collection, but none of them allow for com-
plex linguistic searches or even searches combining text with
audiovisual features. It is for this reason that the research pre-
sented in this paper fills a gap that has been slowing down
research on multimodal communication considerably.

The contributions of this paper are threefold. First, we
introduce the current methods in multimodal computational
linguistics to analyze, annotate and search for co-speech ges-
tures with a focus on the visual modality through a novel field
of research—gesture retrieval based on computer vision tech-
nology. The pipeline proposed in this paper benefits from
state-of-the-art deep learning methods to find the most visu-
ally similar hand gestures which are articulated by people in
multi-person settings recorded from different perspectives.
Second, our experimental analysis on in-the-wild recordings
establishes the baseline for further research in gesture sim-
ilarity retrieval and opens up the path to include the visual
modality in the study of co-speech gesture in empirical lin-
guistics. Third, we investigate the integration of this visual
search pipeline with the open-source multimodal retrieval
system, vitrivr, and its potential to be used in multimodal
human communication studies.

The remainder of the paper is organized as follows: Sect. 2
describes the different modalities of human communication
and the existing work in computational linguistics to study
co-speech gestures. Section3 focuses on the visual modal-
ity and presents our proposed method to perform visual
search in hand gestures. Additionally, we introduce vitrivr
and how this system can be used for multimodal search in
large video collections. In Sect.4, we present the result of
our experiments of the proposed method on one of the largest
collections of real-world TV footage. Section5 discusses the
results and future directions and Sect. 6 concludes the paper.

2 http://newsscape.library.ucla.edu/.
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2 Multimodality in communication

Essentially language, gesture, posture, and other non-verbal
modalities are used often at the same time when we com-
municate. Co-speech gestures are nonverbal behaviors that
occur simultaneously with speech and play an important role
in human communication and cognitive processes [7]. There
are several different types of co-speech gestures, including

[8]:

e Iconic gestures: These gestures imitate or symbolize an
action or object. For example, holding an imaginary steer-
ing wheel to indicate driving a car.

e Pointing gestures: These gestures direct the attention of
the listener to a specific object or location. For example,
pointing to a book to indicate the topic of conversation.

e Metaphoric gestures: These gestures reflect the meaning
of the speech and add emphasis or clarify abstract ideas.
For example, sweeping hand movements to indicate a
large quantity.

e Beat gestures: These gestures serve as a rhythmic accom-
paniment to speech and help to emphasize certain words
or phrases. For example, tapping fingers to emphasize a
point being made.

Performing a search in multimodal communication requires
a good understanding of each of the individual modalities and
the links between them to be able to find co-occurrences of
multimodal events. In this section, we describe the role ver-
bal, auditory and visual modality in co-speech gesture search.

2.1 Verbal modality

What we call verbal modality here is the level of the tex-
tual representation, separated from the actual communicative
event. This is of course an abstraction and idealization,
but one that is used in most Natural Language Processing
(NLP) applications including human—machine interfaces and
in most of linguistic research. For most research purposes, an
NLP pipeline consisting of tokenization and sentence split-
ting, Part-of-Speech tagging, lemmatization and often also
syntactic analysis or named entity recognition are performed.
Compared to the computational requirements of audio and
visual analysis, text processing has a very small footprint. In
our research infrastructure, we used the subtitles transmitted
with the TV recordings from the NewsScape dataset as tex-
tual data. After some cleaning processes, e.g., the removal
of non-spoken text such as “/APPLAUSE]” and specially
developed sentence splitting to take care of the all-upper-
case data used in US-American closed captioning, Stanford
CoreNLP [9] is used to tokenize, tag, truecase, dependency-
parse, and annotate for named entities. The resulting data are
then converted into a token-based vertical format (one col-

umn per information type, with the word in the first column
and word-level annotations in further columns; pseudo-XML
tags cover larger spans; see [10] for the file format in general
and [6] for this specific implementation), which forms the
basis of further processing steps.

2.2 Auditory modality

The audio signal on its own cannot be easily searched. Even if
there is a full transcript, we can only guess where the relevant
position in the audio is, assuming a roughly equal distribu-
tion of words across the recording. For very small datasets,
audio and text are sometimes aligned manually, but for larger
datasets this quickly becomes infeasible.

If our data are from subtitles, we can not only extract the
text itself but also the rough alignment provided by the time
when a subtitle appears on and disappears from the screen.
However, these subtitles can sometimes be displayed with a
substantial offset, particularly in live shows where the sub-
titling necessarily lags behind, so that associations between
the words based on the timestamps of the subtitles on the
one hand and gestures on the other hand cannot be estab-
lished. Even if the timing is relatively accurate, TV subtitles
tend to be displayed in lines (e.g., of 32 characters in the
USA), so that individual words or constructions cannot be
picked out anyway. The first version of our corpus research
infrastructure made use of this rough alignment only. The
state-of-the-art solution to this problem is to submit the tran-
script/ subtitles and the audio/video recording to automatic
forced alignment software (e.g., [11-13]). The success rates
vary and are highly dependent on the accuracy of the tran-
script provided to the software by the user (see [14] for an
evaluation). For real-world subtitles, we have observed accu-
racies between 67% and 90%.

In principle, the same approach can be used with auto-
matic speech recognition, using tools such as kaldi [15],
DeepSpeech2 [16], Whisper [17], or YouTube’s automatic
subtitles. Often, these come with timing information, albeit
sometimes only implicit (e.g., YouTube’s subtitles are usu-
ally quite well aligned but the time codes will be off when
someone speaks slowly or makes pauses). Even if the Auto-
matic Speech Recognition (ASR) transcript comes without
timestamps, forced alignment can be used. Note, however,
that transcripts generated by ASR usually lack features such
as capitalization and punctuation marks (except for Whisper),
which also means that we do not have sentence bound-
aries. Of course we can still search such data for words,
but many NLP tools that rely on sentence boundaries will
suffer from massively degraded performance or fail to run
at all. Thus while Part-of-Speech tagging is relatively robust
in this respect—for architectural reasons we expect higher
error rates mainly around the missing punctuation marks—
syntactic parsing fails dramatically because the entire model

@ Springer
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is based on individual sentences. This is the reason why in
our YouTube-based Russian-language corpus, we have so far
worked without syntactic parsing.’

It must be stressed here that the alignment of text and audio
signal is of course also, by the very nature of audiovisual
media, an alignment of text and video. Thus, it acts as a
bridge between the verbal and visual modalities. Even if a
researcher is not interested in the auditory modality at all
and just wants to study the relationship between the verbal
and visual modalities, they need to rely on such alignments,
no matter whether they are created manually, by means of
forced alignment, or by automatic speech recognition.

For our research infrastructure, we deployed a modi-
fied version of the Gentle forced aligner [11] to more than
300,000h of TV news recordings with their subtitles on
the High-Performance Computing facilities at Friedrich-
Alexander-Universitit Erlangen-Niirnberg (FAU). The align-
ment timestamps for each successfully aligned token were
added in extra columns into the vertical files.

2.3 Visual modality

In addition to natural language processing methods, analyz-
ing the videos and extracting information from the media
can greatly help research on communicative gestures. This
modality is specifically important to bridge the semantic gap
and reduce the ambiguity of textual queries when describ-
ing a particular gesture. Query-by-Gesture, which is a subset
of Query-by-Example (QbE), is a type of query formulation
which can be used to retrieve the visually similar gestures in
a video collection, regardless of their functions.

Visual search in videos is essentially based on encoding
the visual information into an embedding which can preserve
the similarity between the input samples [18]. In real-world
videos, for example in TV recordings, there are numerous
challenges that need to be addressed either by the feature
extraction method or by preprocessing steps [19]. One of
these challenges is the presence of multiple persons in a
scene, which requires a mechanism to track the individual
who is performing the gesture across different frames. Addi-
tionally, unlike activities such as playing the piano, which are
bound to certain environments and objects, hand gestures can
happen in conversation in any situation and environment. On
top of these, there is the complications of the gesture trajec-
tory and dynamics which needs to be represented robustly.

The existing work in gesture retrieval is sparse and is
mainly based on gesture datasets with curated and controlled
gesture articulations [20, 21]. These datasets often do not

3 Most research questions relevant to this paper however will not require
syntactic parsing, but theoretically interesting questions such as the
association of abstract grammatical structures with particular gestures
become more difficult to study when syntactic annotation is missing.

@ Springer

represent real-world challenges well enough and the meth-
ods which are developed for these datasets cannot be applied
to real-world applications. Therefore, in this paper, we pro-
pose a pipeline to encode hand gestures and use them to find
similar instances to the query video. This method can be
used together with other modalities to allow for the search of
specific co-speech gestures.

2.4 Text-based research workflow and infrastructure

The research infrastructure currently in use is based on
the modalities discussed in Sects.2.1 and 2.2. In order to
offer researchers a performant yet linguistically sound search
engine, we opted for CQPweb [22] with custom modifica-
tions to display video snippets in the search results. The
system inherits many of its strengths and weaknesses from
the underlying Open Corpus Workbench [23], whose query
language has become sort of an industry standard in corpus
linguistics, so that versions of it are also used by the cor-
pus manager of the Sketch Engine [24] and ANNIS [25]. It
reads the vertical file format and creates a highly compressed
search index, which makes even large collections (of up to
2.1 billion words) searchable within sufficiently short time
spans. Due to the forced alignment, we normally have the
exact location of the word in the video file and can provide
short snippets—the default is 4 s before and after the search
expression. Thus, a large set of hits can be screened in short
periods of time, the query can then be refined, and the next
query results can be screened again. In addition, we offer
a special download feature that exports the data in a format
usable by the Red Hen Rapid Annotator (see [14]), which is a
web-based tool for the fast classification of arbitrary textual,
audio, or audiovisual data.

[=], bz [=]

b
-

a7

With this, data researchers can now look for words, phrases,
or more abstract linguistic constructions and analyze and
classify the video data for co-speech gesture. Thus, we can
look for the noun choice near the preposition between and
find examples of a gesture co-occurring with it (scan QR
code or click on the url in the footnote*; example taken from
[14]).

In this example, we see that the two options are realized
gesturally as two separate strokes, one with each hand. And
we can look at many of these examples, in a short period
of time, which is a tremendous improvement over previous
methods.

4 http://go.redhenlab.org/pgu/0014
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However, the process is still less straightforward than one
would might think. In the TV news collection, [26] showed
that they had to discard more than 80% of the hits found in
the text for their timeline expressions (e.g., from beginning to
end) because the speaker was not on the screen (weather map,
outside shot, audience shot, reaction shot, etc.) or because the
hands of the speaker were not visible (often in U.S. TV news,
we see close-ups of the speaker’s face). Thus, having a tool
that gets rid of such examples already speeds up the work of
the researcher substantially. But there is a second, conceptual
problem. With the method outlined above, we can search for
words and structures, and find out which gestures co-occur
with them, but this is a one-way street. If we were interested
to find out where the gesture shown in the example for choice
between occurs, too, in order to determine whether it has a
stable meaning, we actually need to come up with potential
linguistic structures to search for. Should we look for the
word alternative(s)? Or maybe options? Is on the other hand
related? We can never be sure we obtained the full picture of
a certain gesture use if we cannot search for similar gestures.

3 Gesture visual similarity search

When considering gestures from the visual perspective, they
are usually categorized as a subset of human actions. This
allows for methods developed in the action recognition area
to be used—directly or indirectly—in a visual gesture under-
standing and retrieval task. The state-of-the-art in the field of
human activity recognition is rich in both non-learning based
[27, 28] and learning-based methods [29, 30]. However, the
direct application of these methods in extracting information
from linguistic gestures is not optimal, mainly for two rea-
sons: Firstly, the independence of communication gestures
from the surroundings and from objects the speaker interacts
with, which in action recognition task can help the identifica-
tion of an activity. Secondly, the high temporal dependency
between the hand gesture frames in a video, which needs to
be modeled carefully during the feature extraction. There-
fore, a functional gesture retrieval method needs to address
these differences in addition to the existing challenges which
appear in any human activity recognition task, such as occlu-
sion and the presence of multiple persons in a scene.

To overcome these challenges, we propose a two stage
gesture retrieval method using a deep neural network. The
first stage comprises sophisticated preprocessing methods
to reduce the dependency of the hand gestures on the
background and suppress the occlusion effect. Additionally
in order to be able to retrieve the hand gestures articu-
lated by multiple persons in such scenes, we propose a
cross-angle spatio-temporal segmentation module, which
essentially tracks each individual through different cam-
era shots and by removing the background clutter prepares

short clips for the next stage. The second stage is a spatio-
temporal gesture feature extraction method which captures
the temporal dependencies between the frames and produces
discriminative features which can be used for the search. An
overview of the different stages of our method can be seen
in Fig. 1. In the following sections, we describe our method
in detail.

3.1 Cross-angle spatio-temporal human
segmentation in multi-person scenes

The preprocessing stage of our method uses two individ-
ual modules to perform semantic segmentation and person
re-identification to remove the cluttered background, tracks
individuals through different shots and detect them in scenes
with multiple persons. The human segmentation methods
vary in performance based on their architecture and the
modality of input they use. A large amount of existing work
is based on RGB frames where the human instances are rec-
ognized by region-based methods [31, 32], which is based
on region of interest (Rol) detection. One of the main draw-
backs of these methods is the poor performance in occluded
scenes, where the bounding boxes of multiple instances of
persons are overlapping with each other. However, the human
body parts can be defined as the pose skeleton, which can
help locating and estimating the position of the body joints
in highly overlapping instances. Using the body joint key-
points to create a skeletal model and segmentation mask
of a person—which is referred to as bottom-up approach
[33]—is an effective method in contrast to top-down meth-
ods where the human skeletons are detected based on the
bounding boxes identified in a scene. For this reason, we use
Pose2Seg [34] which has a bottom-up structure and with the
unique segmentation module, identifies and masks human
instances even in complex environments. The segmentation
network consists of three main parts: Affine-Align, Skeletal
Features and SegModule which are explained below.

The input to the network consists of a sequence of N
frames with the dimension of m x n and sequence of human
posesineach frame. The RGB stream of datais used to extract
features using a Feature Pyramid Network [35]. The human
pose consists of skeleton keypoints which are extracted
using OpenPose [36], which takes the raw video frames and
extracts the skeletal joint keypoints. The affine-align oper-
ation aligns human bodies to template human poses which
are a collection of most frequent poses in real-world obser-
vations. The pose template is used as a reference to assign a
score to each input pose and find an affine transform matrix
and apply it to the image features. The skeletal features are
formed by the Part Affinity Fields [36] and a confidence map
which indicates the pairwise relationship of the body parts
and the probability of the existence of the body part in the pre-
dicted location, respectively [36]. Finally, the segmentation

@ Springer
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Fig.1 An overview of the
gesture video retrieval pipeline
including the cross-angle
spatio-temporal preprocessing
stage and the feature extraction.

Video

Retrieval system

In the offline phase, the features
of the video clips are extracted
and stored in a database and are
used to retrieve similar video
clips based on the Euclidean
distance

Collection

Offline phase

Online phase

is mapped to the actual frame using a convolutional neural
network and the original resolution is restored via bilinear
up-sampling.

In addition to the occlusion and background clutter, in
multi-person scenarios different people occasionally perform
gestures simultaneously which cannot be processed by a ges-
ture recognition method. Additionally, while long videos
require a form of segmentation into parts which detects
abrupt transition effects, these temporal segmentations often
lead to a gesture being cut before it ends. To overcome the
multi-person processing challenge and guarantee a gesture-
friendly video segmentation, we propose a framework to
segment the videos based on the presence of each individ-
ual in a sequence of frames. The method is inspired by the
person re-identification method in [37] and tracks each indi-
vidual in scenes and trims the video into short clips containing
that person. This model is originally based on Rol proposals
extracted by a CNN and human feature embeddings obtained
from ResNet-50. We adapt the person search network by
replacing the Rol extraction component with the output of the
instance segmentation method. Replacing the bounding box
extraction with the pixel-wise human instance segmentation
increases the robustness of the re-identification in occluded
settings.

The re-identification is performed by measuring the cosine
similarity between the features of person proposals in a frame
and the gallery of people from the collection. To track the peo-
ple appearing in the frames, the similarity measure should
take into account a query as well as a reference image to cal-
culate the similarity score. However, in the beginning, there
is no such reference gallery available. Therefore, we initial-
ize the gallery with the first instance of a person in the first
frame as pid;. If there are multiple persons in one frame,
all are added in the gallery as e.g., g = {pidi, pid,}. With
each newly segmented frame, a feature vector of each masked
human instance is extracted and is compared with the gallery
as the query image. According to the similarity score, either
the person in the frame will get the same pid as the reference

@ Springer
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or will be added as a new pids to the gallery (see Fig. 2).
The similarity score threshold 7 is set to 0.5.

After the identification of each instance in all the frames,
and adding the queries with similarity score < o to the
gallery, we stitch the consecutive frames in which one pid is
present. Given S = {fry, fro, ..., fry} as the sequences of
video frames, the clip containing the pid;, Sc¢, ;, is formed
as [38]:

Seqi = {Vfl‘j eS| pid; € fl’j A (pid; € fl’j_l Vv Sc, i

=0} (1)

In other words, the first masked instance of pid; in a video
initiates a short clip onto which the next frame is stacked, in
case the pid; is present in that frame. This process continues
until the person instance is not in the frame, and the clip is
ended. Therefore, the output of the preprocessing stage will
be multiple sequences of clips containing masked instances
of each person in the video.

3.2 Pose-based gesture feature extraction

The complex gestural trajectories in multi-perspective sce-
narios require a robust feature extraction module which
can represent discriminative information about hand artic-
ulations. The pose modality is an asset in scenes with
interactions between people and can help in recognizing
and following their hand movements. Additionally, optical
flow is a robust motion modeling algorithm when the bright-
ness is consistent and there are no abrupt movements. In
scenes where camera cuts exist, this sudden big displace-
ment of pixels would break-down the usability of optical flow.
Different methods in hand gesture recognition used combi-
nations of various modalities including depth data [39—41]
to extract features from dynamic hand articulations. How-
ever, the largest sources of videos, which are TV footage
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Fig.2 A simplified illustration
of the Cross-angle
Spatio-Temporal Human fry fry

video frames
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and online platforms such as YouTube, do not include depth
modality, which limits the usage of these methods. There-
fore, our proposed model uses the pose keypoints together
with an RGB stream of data to create an attention map to
learn the similarity of hand movements, which is inspired by
RPAN [30]. This method is an end-to-end Recurrent Neural
Network (RNN) [42] with a pose-attention mechanism that
learns to focus on active human joints. Since the majority
of actions in the recorded footage of news or talk shows is
hand motions, the attention mechanism would help extract-
ing hand gesture features.

RPAN originally has two streams of RGB and optical
flow, where each of them are trained with the human activ-
ity recognition objective. Due to the limitations of optical
flow in scenes with abrupt movements which are common
in talk show footage because of camera cuts, we replace the
optical flow stream with pose keypoints streams. The pose
information together with the RGB input are used to train the
attention module to focus on the active human joints.

The spatial features from the RGB data input are extracted
using a ResNet [43] and generate a convolutional cube with
the size of K; x K x n based on aggregating n feature
maps with the dimension of K; x K. Each element in this
convolutional cube is accessed by C; (-) € R". Therefore, for
each frame ¢, the convolutional cube contains a feature vector
C; (k) at each location k where k = 1, ..., K| x K5 [30]. To

capture the temporal dependencies between the video frames,
Long Short-Term Memory (LSTM) units are used.

We follow the pose attention mechanism based on a human
part configuration from Du et al. [30]. The part configuration
is a clustering of joints into parts which are usually involved
in an activity together. Having the focus on these parts would
enable the model to learn the part-specific features.

The pose attention mechanism is defined by an attention
heatmap o; J (k) for each feature vector C, (k) for each joint
(J) which together with semantically relevant joints, form a
body part structure (P):

exp (v/tanh (Af hi—y + AL C, (k) + b7))
> cexp (v/tanh (Af h—y + AP Ci (k) + b))
(2)

o (k) =

Here, h,_1 is the LSTM hidden state of the previous frame,
v/, A }f’ , Ae, b’ are the attention parameters, all of which
except v”, are shared between the joints (J € P). Based on
this attention heatmap, the human-part feature is extracted:

Fl =33 "o/ ()Ci(k) 3)

JeP k

After extracting all the human-part features from Eq. 3,
they are fused together by a pooling layer to generate pose-
related features, S F;. To capture the temporal dimension of
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the movements, the features are then fed to an LSTM and the
(hy).

To learn the similarity metric between the samples so that
we can use this method in a retrieval setting, we train the
network using a triplet loss. For this reason, we use the out-
put of the LSTM unit after processing the entire video and
map it to a feature vector (fv) using two fully connected
layers. To measure the similarity between the samples we
use the Euclidean distance. To train the network, a collection
of triplets o = (fv;, fvf, Sv7),i=1,.. k are drawn,
where fv;, f v;“, JSv; are the feature vectors of the anchor,
positive and negative samples, respectively. To encourage the
network to learn diverse similarities, we introduce a margin
. Therefore, the relation of similarity between two pairs is
defined as:

D(fo(fv), fo(f o)) = D(fo(fv)), fo(fv7) + 1 <0

4)
where = 0.5. The triplet loss is defined as following:
Lo(fv;, fof, fo7) =max(D(fo(fv)), fo(fv]))
—D(fo(fv)), fo(fv;) + 1, 0) ®)

In order to fulfill the objective of the retrieval task, to ensure
that similar samples with smaller distance are mapped onto
closer embeddings, we minimize the loss function in Eq. 5:

k
ngnZ@ (fui, foi, fo)) (6)

i=1

where k is the total number of triplets. To sample the triplets,
we select the anchor class randomly, and positive and anchor
samples share the same class label. To mine the negative
samples, we consider all the classes except the anchor class.

The feature similarity learning network is trained in
an end-to-end fashion and produces features which have
a smaller distance in the embedding for similar samples.
After training, the feature vectors of the entire collection
are extracted and stored in the database. When querying,
the query video undergoes the same preprocessing and fea-
ture extraction stages, and a 2,048 dimensional feature vector
is obtained. This feature vector is then compared with the
feature vectors stored in the database according to their
Euclidean distance and aranked list of the most similar videos
is retrieved (online-phase).

3.3 vitrivr
vitrivr [44] is a general-purpose, open-source multimedia

retrieval stack which supports a variety of media types,
such as images, audio, video, and 3D models concurrently
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[45, 46]. While being designed as a general-purpose multi-
media retrieval solution [47], vitrivr’s modular architecture
enables its customization for special use cases, such as ges-
ture retrieval. The following will briefly introduce the vitrivr
stack and its components and outline how they can be used
in the context of the gesture retrieval work presented in this
paper.

The vitrivr stack consists of three primary components:
the persistent storage layer Cottontail DB [48], the feature
extraction and query processing engine Cineast [49] and
the visual user interface vitrivr-ng [46]. The storage layer
is responsible for persistently storing all feature informa-
tion extracted from the media documents and for providing
efficient comparison operations between the stored represen-
tations and a query of the same form. While such features can
be represented in multiple ways, we will focus here on the
vector representation, as it is the most relevant for this use
case. Such a feature vector fv € R" encompasses the rele-
vant information of a media document or part thereof in such
a way that similar documents are transformed into vectors
which are close to each other, given some distance measure.
The storage layer offers functionalities which enable effi-
cient comparison between such vectors in order to retrieve the
closest n vectors in the database that correspond to the most
similar previously encountered media documents, according
to the selected feature.

These feature vectors are generated by Cineast, both dur-
ing an offline extraction phase, where media documents are
indexed in order to make them searchable, as well as during
an online retrieval phase, where the same transformations are
applied to relevant query objects and compared to the previ-
ously seen ones. To do this, Cineast contains a multitude of
feature modules, each of which implements a different fea-
ture transformation, targeting one or more of the supported
media modalities and representing a different notion of sim-
ilarity. Which feature modules are used and how their results
are to be combined is configurable and modules representing
specialized notions of similarity, such as the ones described
above, can easily be added, in order to tailor a deployment
to any use case. Since for media documents with a tempo-
ral component, such as audio and video, it is commonly not
particularly useful to have an entire document as the unit of
retrieval, Cineast performs temporal segmentation and pro-
vides the generated segments to the feature modules which
produce embeddings of these individual segments during fea-
ture extraction, in order to achieve higher temporal resolution
during retrieval. In order to perform retrieval on a query, the
modules are tasked with performing their transformation on
the query object and comparing the resulting vector with the
previously generated ones. The result of this comparison is a
list of media items or their segments, each with an associated
similarity score s € [0, 1], where a higher value indicates a
more similar element. The results of multiple modules can
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be combined using a weighed average of the scores, using
L1-normalized weights.

Queries are expressed via the user interface vitrivr-ng
which then also presents the query results. The interface is
a browser-based application and offers several query for-
mulation methods [50], including text, audio, color- and
semantic-sketches [51], pose [52], etc. The most relevant of
these query formulation methods for this use case are QbE
and more like this (mlt). The QbE mode enables users to spec-
ify a query using a media document external to the indexed
collection. In our case, this would consist of a short video clip
showing a particular gesture, which can either be uploaded or
directly recorded using a webcam. In contrast, the mlt mode
uses previously retrieved results for relevance feedback, in
order to enable a user to expand a result set in any particular
direction.

The multimodality and modularity of vitrivr put it in
a ideal position to be used for the verbal/vision modality
retrieval in videos with linguistic content. It is in particular
the combination of text and video retrieval that will improve
the results obtained for multimodal patterns and increase the
overall retrieval performance. The integration of query by
gesture in vitrivr-ng as a subtype of QbE without irrelevant
visual clutter would additionally allow the search by example
as well as the textual description of the gestures. Such tex-
tual descriptions could be added by the user upon retrieval
of clusters of relevant results, e.g. when the user finds a set
of Palm up, open hand (PUOH) gestures, they can assign the
label and future searches for that label will retrieve similar
instance, even if they had not been seen and labeled by the
user yet.

4 Experiments

To evaluate the performance of the developed method for
visual gesture retrieval, we conduct an experiment using a
large, real-world video collection.

4.1 Evaluation setup

We trained the feature extraction module of our pipeline
on Chalearn Isolated gesture dataset with 249 classes and
approximately 36,000 training videos containing one ges-
ture per video. We used a subset of 259 videos from the
NewsScape dataset, specifically from the Ellen DeGeneres
show, which covers the entire year 2017 and is provided to
us by Distributed Little Red Hen Lab. This is a specifically
interesting dataset due to the various challenges present in
talk shows, where people use hand and body gestures natu-
rally. The dataset exhibits various sources of occlusions on

> http://www.redhenlab.org.

the hands such as objects, persons and banners or subtitles on
the scene. Due to the nature of the talk shows, usually there
is more than one person in the scene, sometimes the audi-
ence is also shown. We ran the entire two stage pipeline of
our method to extract features of the 259 h of videos prior to
the evaluation. The extracted features from these clips were
stored in the database and were used for the retrieval.

The preprocessing step produced 3,093,022 video clips
based on the presence of persons in each camera shot and
number of people present in the scene. The clips’ lengths
vary between fractions of a second and 74 s with an average
of 1.45 seconds. The very short clips are artifacts of the mis-
re-identification during the preprocessing stage and the very
long ones usually are the solo presence of the host talking
without the presence of another person. For the evaluations,
we removed the ultra short video clips (shorter than 2s/60
frames). After this filtering, 1,501,037 video clips with an
average length of 3.29 seconds were available.

Due to the absence of labeled gestures for the Ellen
DeGeneres show, we performed a user study to analyze the
quality of the results by collecting judgements of the per-
ceived similarity from different people. We asked two groups
of non-linguists and linguists who had linguistic or cognitive
science backgrounds to participate in the survey separately.
We ran the survey on two different servers for linguists and
non-linguists assessors who were asked to rate the formal
similarity of the gestures (which refers to form of the hands
and pattern of movement rather than the context) and the
visual similarity between the gestures respectively. Although
both refer to the same concept, the vocabulary was adjusted
to decrease the disparity of results due to misunderstanding.

In total, 76 people participated in our survey, 14 of whom
were linguists and 62 had a non-linguistic background. The
survey was designed to assign a random query based on the
lowest number of results to each participants. At the end
of the evaluations, each query result collected 30 scores on
average. The participants were given a brief introduction in
the evaluation survey and used their own personal devices to
access the server. They were asked to use a four point Likert
scale to assign a similarity score to the retrieved results ( ‘very
good’ =4, ‘good’ =3, ok’ =2, ‘bad’ = 1).

To asses how well our method generalizes to out-of-the-
dataset samples, we selected two types of queries:

e seven videos are taken from the dataset, with four of them
representing co-speech gestures, two of them gestures
such as clapping and waving and one query represented
the act of sitting of the performer.

e three videos were performed by the first author in a set-
ting which has a large difference to the videos from the
dataset. This is specifically used to measure the ability of
the method to generalize to different samples. The three
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queries aimed to re-create co-speech gestures that occur
while talking.

4.2 Evaluation metrics

The retrieval metrics were calculated by considering the
result as relevant when the normalized score was equal or
greater than % In addition to the statistical measures, such
as mean and variance of the ratings, we use the following
metrics in our study as well: Fleiss’ Kappa to measure the
inter-rater’s reliability, which indicates the degree of agree-
ment between the assessors

Discounted Cumulative Gain to measure the effective-
ness of our method in gesture similarity retrieval; defined
as

d _y 2o 7
cg(s)—g oG D @

where s is the list of scores corresponding to the retrieved
results, using the aggregated scores as assigned by the asses-
sors.

Precision to measure the performance of aretrieval system
by result relevance. Precision (P) is defined as the number of
true positives T, over the number of all the returned results:

Ty

p=—"_
T, + F,

®)

where F), is the false positives. Precision is usually cal-
culated at k which indicates the proportion of relevant items
on top-k results.

4.3 Evaluation results

Table 1 shows the maximum, mean and median discounted
cumulative gain dcg as well as the precision for the top 5, 10
and 20 results according to different assessors, with the best
results highlighted in boldface.

The high value for the dcg in Table 1, specially from lin-
guistics participants indicates that the ranking of the results
are effective, and higher ranked results appeared more simi-
lar to the query according to the linguist assessors. The same
pattern is visible among the non-linguistic assessors as well,
with a marginally lower score. According to precision@5, 10
and 20 from the same table, we can clearly see the high num-
ber of similar gestures according to the assessors appeared
in the top 5 and 10 results. However, a stable precision at
different number of results (P@5, P@10 and P@20) can be
also due to a large number of videos in the database. To find a
point where the precision starts to degrade and the diversity
among the retrieved results increases, further experiments
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Table1 Maximum, mean and median dcg and precision at 5, 10 and 20
of our method based on user study split between linguists, non-linguists
and total scores. The best result per column for each category is printed
in boldface

Participants P@5 P@10 P@20 dcg
mean overall 0.38 0.4 0.395 5.85
Linguists 0.4 0.41 0.41 6.55
Non linguists 0.44 0.47 0.44 5.86
median overall 0.4 0.35 0.375 5.64
Linguists 0.4 0.35 0.4 5.58
Non linguists 0.4 0.6 0.5 570
max overall 1 0.9 0.8 8.71
Linguists 1 1 0.85 12.79
Non linguists 0.8 0.8 0.7 8.33

Table2 Mean precision at 5, 10 and 20 according to the overall scores
with respect to if the queries were from the video collection of NewsS-
cape (Dataset) or newly recorded (Custom)

Dataset Custom
P@5 P@10 P@20 P@5 P@10 P@20
Overall 0.4 0.5 0.5 0.35 0.25 0.23

with higher number of results (possibly 50 or 100) would be
beneficial. However, with a user study setup, it is unreason-
able to expect assessors to rate 100 results of one query.

Comparing the statistics we gathered over the results, we
observed a high number of average inter-rater agreement
over all the scores, with « = 0.67. This value is higher for
linguists, with k = 0.81. We can observe this also in the
variances of the scores assigned by different assessors to the
results (see Fig. 3). The heatmap indicates that the linguist
assessors’ scores have more consistency, and the variations
between the scores are lower. On the other hand, from the
heatmap it can be observed that the non-linguist assessors do
not share the same consistency, which could be the result of a
lack of deeper knowledge about certain co-speech gestures.’

We additionally analyzed the mean score each group of
assessors assigned to different queries. Our analysis shows
that query 8 was rated the worst both according to the lin-
guists and non-linguists. This query is one of the custom
made queries which have a significant difference in setting,
lighting condition and camera angle to the rest of the data.
The gesture performed in this query is shown in Fig. 4. The
detailed statistical analysis and the in-depth view to the score
of query 8 are shown in Figs. 5 and 6.

The results of the statistical analysis on different queries
led us to perform an analysis of the precision with separate

6 Note however that we expect a larger variance in the non-linguists
due to a larger sample size, which might explain some of the difference
visible in Fig. 3.
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Fig.4 Sample frames from query video 8 recorded by the first author and used as custom query
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Fig. 6 The detail scores given to custom query 8 separately by linguist and non-linguist assessors. The linguists consistently rated this query’s
results with low scores, while there is disparity of the ratings between non-linguist assessors

types of queries, to see how well the method can generalize.
For this purpose, we computed the precision at different k
separately for dataset and custom queries as can be seen in
Table 2. We can clearly see that the custom queries have
lower precision than the queries which are selected from
the collection. We expected this to some extent due to the
considerable difference between the custom query and the
collection videos. Since the method also relies on the visual
cues of the videos, change of colors and angle of the camera
can be a reason for the difference of the performance.
Beside the quantitative studies, one of the queries and
results obtained from our method are shown in Fig. 7.

5 Discussions and future directions

The results of the visual gesture retrieval on a real-world
video dataset containing numerous instances of gestures gave
us several insights into how this modality can help the mul-
timodal search in large-scale video collections for analyzing
co-speech gesture in linguistics.

5.1 Perceptive similarity of gestures

The evaluations performed in this paper further support the
point made in previous works [20, 53, 54] about the notion
of similarity and the unclear boundaries between dissimilar
and similar gestures.

In linguistics, where hand gestures are defined with dif-
ferent components such as form and function, there is not
one single notion of similarity which is generally applicable.
For example, one of the selected hand gestures in the evalu-
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ation is showing the host clapping with only the palms of the
hand (Fig. 8). The retrieved results to this query video are
very similar to the act of clapping. However when listening
to the host speaking, she is explicitly referring to this type of
clapping (with palms only) as not fulfilling the objective of

clapping:

Ellen: Okay. So she was — and that was not making any
noise. If you do that, it hardly does anything at all. The
whole point is to make noise. (NewsScape: 2017-07-
20_2200_US_KNBC_The_Ellen_DeGeneres_Show,
3:00-3:07)

Therefore, linguistically speaking, the retrieved results,
which show the ‘normal’ form of clapping, do not have a
similar function, therefore are not entirely “similar”. Since
our proposed method is entirely independent of the audio
signal, the results cannot reflect such functional similarity.

Taking a look at the transcript of this example, we clearly
see that the gesture of clapping is not explicitly mentioned
in the speech, which is another example of how useful the
retrieval of visual instances can help analyze co-speech ges-
ture.

The results obtained by separate groups of assessors
showed that people with no linguistics background rate the
similarity between the query video and the results more crit-
ically than the linguistic assessors. This can be the result
of focusing on different elements such as facial expression,
detailed trajectory of the gestures and the different camera
angle in the recorded videos. For example, generally fil-
liped trajectories of gestures are considered to have different
meaning and therefore are assessed as dissimilar. However,
occasionally such gestures share the same functionality in
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Fig.8 Sample frames from the clapping query from the NewsScape dataset with the different function of the intended

linguistics. Additionally, the gesture articulation varies from
person to person and this difference can potentially result in
two similar gestures to appear dissimilar.

5.2 Multimodal gesture retrieval

Although our visual gesture retrieval pipeline has obtained
good rating from assessors, this method is entirely inde-
pendent of speech. Therefore, the results cannot reflect the
functional similarity between the gestures. The combination
of speech/text and vision and to extract the features from a
co-embedding of these modalities can potentially improve
the result of search both by addressing the function of the
gestures and reducing the number of false positives retrieved
by the visual similarity search.

Additionally, the integration of visual similarity search
combined with the audio transcript, even though they may
not share the same semantics (as shown in the example of

clapping) can improve the search for instances where either of
the modalities fails to find a specific instance of a multimodal
pattern. In addition to the modalities explained in this paper,
other types of modalities can be of help when searching for
gestures in real-world videos. When talking about co-speech
gestures, emotions and facial expressions can also play a role
in narrowing down the search. The research in analyzing the
emotion modality as a part of text [55], speech [56] or vision
[57] has shown the importance of considering this modality
in human interactions.

It is worth noting that the developed visual gesture
retrieval method is entirely independent of the depth modal-
ity. The state of the art in gesture recognition in the largest
isolated hand gesture dataset [58], which is a collection of
21 individuals performing pre-defined gestures from 249
classes, are mainly obtaining the high recognition rate using
the depth modality. However, an enormous amount of video
recordings does not come with depth data, and the perfor-
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mance of these methods degrade, when this modality is
removed [20, 41]. Since our proposed method is indepen-
dent of the depth modality, it is sufficiently flexible to be
used on any video recording obtained from various sources
(mobile recordings, web videos, etc.).

5.3 Preprocessing effect in visual search

Our proposed method uses different preprocessing modules
on the input data prior to feeding them to the feature extrac-
tion module, to specifically overcome the challenges inherent
in the real-world data. The effect of segmenting the hand ges-
ture prior to the feature extraction to diminish the background
clutter effect has been discussed in [20]. This is particu-
larly important in multi-person settings such as talk shows,
where there are numerous sources of occlusion (by objects,
another person or the banner or the subtitle) which can greatly
degrade the search results. Additionally, our cross-angle tem-
poral video trimming using the re-identification of people has
a very important role in long, multi-person videos where the
gesture of interest is articulated by a person among multiple
people preforming some sort of hand gestures.

The drastic camera movements and change of angles in
the existing footage from talk shows causes confusion in
the process of projecting the hand gestures into a 2D plane
and then extracting features. As long as a large amount of
articulation is from one view, the results are not degraded
severely. However, when the hand gesture is recorded from
two or more points of view, the gesture feature will not be
semantically aligned with the reality of the gesture. A pos-
sible solution is to use view independent feature embedding
methods [59], which can be trained by 2D projections of 3D
poses, based on multi-view frames. The advantage of this
method over the current embedding is the probabilistic nature
of it, which allows to extract view-invariant features from the
video scenes and use them to retrieve similar gestures.

5.4 Impact on linguistic studies

The results gathered from linguists who participated in the
evaluation survey of our method have shown that the retrieved
videos meet the formal similarity expectations of the experts
in the field. Despite the lack of functional similarity retrieval
in our proposed method, our current pipeline can be used
together with vitrivr as a preliminary gesture suggestion to
reduce the manual annotation effort for co-speech gesture
analysis. Additionally, by grouping simple atomic descrip-
tors of hand movements, as in the following example (scan
QR code or click on the url in the footnote)’,

7 http://go.redhenlab.org/pgu/0015
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Gesture for “I”; See the Ellen’s (blonde lady on the
right) gesture:

handedness: both; handshape: flat; orientation: palm
lateral, toward body;

location: center; movement type: straight; movement
direction: toward body®

we can annotate the instances of the gestures in the video
and also make them searchable via text-based or menu-
based retrieval. The pose-based nature of our visual modality
retrieval pipeline can be used to search for individual com-
ponents of the gestures as described using an annotation
tool such as ELAN (both hands, palms lateral, movement
toward body). The result of this search can be annotated with
the related textual label. This textual label together with the
visual modality in vitrivr can be used for effective search in
large video collections of gestures to aid linguists in ana-
lyzing co-speech gestures. In the long run, such annotated
datasets can be used as training material for interactive sys-
tems, which can then learn which meanings are associated
with which types of gesture.

6 Conclusion

With increasing prevalence of ubiquitous computing, inter-
action via natural language interfaces become increasingly
important. While the usage of text and audio modalities has
seen tremendous growth in the past decade in the study of
multimodal communication and digital libraries, the visual
modality has a very small share in this field. The visual
modality and the tools to use it can bridge the semantic gap in
textual retrieval systems which are prominently being used
in the area of computational corpus linguistics. This paper
has introduced a pipeline to retrieve co-speech gestures in
real-world scenarios using a pose-based similarity learning
method. The pipeline includes two separate stages to prepro-
cess the data and another one to encode the information in the
video frames into a feature vector. The features are then used
to find visually similar gesture instances from the video col-
lection. The performance of our proposed method has been
assessed by two groups of linguists and non-linguists, eval-
uating the quality of the results based on their similarity
to the query video. Our method is very robust to occlu-
sion from different sources (object, person or subtitles), can

8 The authors would like to thank Suwei Wu for providing the manual
annotation shown here.
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extract discriminative features from the videos, and retrieve
results similar to custom query gestures. We have seen that
the existing search infrastructure from the linguistic side and
the computer vision side complement one another, but we
are planning to create an integrated search engine for more
powerful query options, combining multiple modalities (text,
audio, video) simultaneously. The partial independence of
the auditory and visual modalities, the undefined notion of
perceived similarity between gestures, and the variation in
camera angles are some of the remaining challenges which
we discussed above to give directions for future research in
multimodal interaction research, irrespective of whether it is
human-human or human—machine interaction.
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