Exploring Multimedia Vector Spaces with
vitrivr-VR

1[0000—0002—3396—1516] TLuca ROSSQtt02 [0000—0002—5389—9465]
)
Heiko Schuldtl [0000—0001—9865—6371]

Florian Spiess , and

! Department of Mathematics and Computer Science
University of Basel, Basel, Switzerland
{firstname.lastname}@unibas.ch
2 Department of Informatics, University of Zurich, Zurich, Switzerland
rossetto@ifi.uzh.ch

Abstract. Virtual reality (VR) interfaces are becoming more common-
place as the number of capable and affordable devices increases. How-
ever, VR user interfaces for common computing tasks often fail to take
full advantage of the affordances provided by this immersive interface
modality. New interfaces designed for VR must be developed in order to
fully explore the possibilities for user interaction.

In this paper, we present vitrivr-VR and the improvements made for its
participation in the Video Browser Showdown (VBS) 2024. We describe
the current state of vitrivi-VR, with a focus on a novel point cloud
browsing interface and improvements made to its text input methods.

Keywords: Video Browser Showdown - Virtual Reality - Interactive
Video Retrieval - Content-based Retrieval.

1 Introduction

Virtual reality (VR) is becoming increasingly commonplace as a user interface
modality as more VR hardware is brought to market. While many VR-only ap-
plications, such as games and interactive entertainment, implement and explore
ways to fully utilize the immersion and interactive possibilities afforded by vir-
tual reality, interfaces for tasks also performed on conventional interfaces, such as
search and browsing, are often direct translations of their conventional interface
counterparts.

vitrivr-VR is a virtual reality multimedia retrieval system research prototype
that aims to explore how virtual reality can be utilized to improve multimedia
retrieval and in particular user interaction with immersive query and results
browsing interfaces. To evaluate how the methods and interfaces implemented in
vitrivr-VR compare to other state-of-the-art systems, vitrivr-VR participates in
multimedia retrieval campaigns such as the Video Browser Showdown (VBS) [2].
The VBS is a valuable source of insights, which has led to multiple important
improvements of vitrivr-VR through previous participations [GUIO/TT].
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In this paper, we describe the version of the vitrivr-VR system participating
in the VBS 2024, with a focus on our novel point cloud results browsing interface
and improvements made to text input. We describe the system and its compo-

nents in introduce our novel point cloud display in describe
our text input improvements in and conclude in

2 vitrivr-VR

vitrivr-VR is an experimental virtual reality multimedia retrieval and analytics
system. Based on components of the vitrivr stack [8], the system architecture
of vitrivr-VR consists of three parts: the vector database Cottontail DB [I], the
feature extraction and retrieval engine Cineast [7], and the vitrivr- VRE| virtual
reality user interface. The vitrivr-VR user interface is developed in Unity with
C# and is capable of running on any platform compatible with OpenXR. All
parts of the vitrivi-VR stack are open-source and available on GitHub[f]

The goal of vitrivr-VR is to explore methods of multimedia retrieval and ana-
lytics with virtual reality user interfaces. To achieve this goal, vitrivr-VR imple-
ments query formulation, results browsing, and multimedia interaction methods
developed with virtual reality user interfaces in mind, enabling an immersive
user experience.

vitrivr-VR implements a number of query formulation methods for queries
of different kinds. Due to the prevalence of semantic multimodal embedding fea-
tures such as CLIP [5], text is an important query modality. Text input for VR
interfaces is still subject to active research. vitrivr-VR implements a combination
of speech-to-text and a word-gesture keyboard [12], which allows the input of
entire sentences at a time with speech-to-text and fast word-level corrections us-
ing the word-gesture keyboard. Other query modalities supported by vitrivr-VR
include query-by-concept, -pose, -sketch, and -example (frame). Queries can con-
sist of individual query terms, combinations, or even temporally ordered query
terms for temporal queries.

To browse query results, vitrivr-VR implements a number of results display
and browsing methods. The main results display of vitrivr-VR is a cylindrical
grid, an example of which can be seen in This display method is a
direct translation of conventional grid results displays into VR, with the only
modification being that the results curve around the user, allowing more intuitive
browsing through head movement. The cylindrical results display can be rotated
to reveal more results, replacing already viewed results. Results can be selected
from this display to be viewed in greater detail.

To allow easier browsing within a video vitrivr-VR implements a multimedia
drawer view, as depicted in This interactive display allows the tem-
porally ordered browsing within the key frames of a video. By hovering a hand
over a keyframe, the frame is selected and hovers above the drawer for easier
viewing. In this way, a user can move their hand through the drawer to view

3 |https: / /github.com /vitrivr /vitrive-vr
4 |https://github.com /vitrivr
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Fig. 1. Screenshots of the vitrivr-VR user interface: cylindrical grid results display
and multimedia drawer segment view.

the key frames of a video in a fashion similar to a flip book. Keyframes can be
selected to skip to that part of the video and view the respective video segment
in greater detail. The handle at the front of the drawer allows it to be extended,
increasing the spacing between keyframes and allowing easier frame selection for
videos with many keyframes.

3 Point Cloud Browsing

Many of the theoretical advantages of VR interfaces over conventional inter-
faces in multimedia browsing and retrieval are enabled by the additional usable
space for displaying and interacting with multimedia content. While vitrivr-VR
already implements interfaces to explore these advantages for intra-video brows-
ing, inter-video browsing in vitrivr-VR, such as browsing of query results, was
previously only possible through interfaces heavily inspired by interfaces used
on conventional displays.

Conventional grid-based displays for similarity search results have two prop-
erties that limit their effectiveness for browsing: due to the human cognitive
limit, they are only able to present a very limited number of results at any given
time, and since they only take into account the similarity of result items to
the search query, results can only be displayed and traversed as sorted by this
similarity measure. Furthermore, even though grid-based displays are inherently
two-dimensional, the similarity of each result to the query is the only meaningful
dimension of the data displayed. While wrapping the results into a grid allows
more results to be displayed within a user’s perceptive field, these grid-based
displays use both dimensions available to them to express only a single quality
of the data.
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Fig.2. The point cloud display shows a preview frame corresponding to the video
segment represented by the currently hovered point. Points are colored by their coor-
dinates in the reduced feature space to make distinguishing and keeping track of them
easier.

To overcome these limitations of grid-based displays and further explore the
possibilities of multimedia browsing in virtual reality, we have implemented a
new point cloud-based results browsing interface for vitrivr-VR. Utilizing all
three spatial dimensions available in virtual reality, this new point cloud display
shows the highest-ranked results of a query as a point cloud in virtual space.
To make the most use of the available dimensions, points in the point cloud
are placed according to a dimensionality reduction of a high-dimensional feature
space, allowing the similarity between results presented by the points to be esti-
mated at a glance. By only including the highest-ranked results of the similarity
query in the dimensionality reduction, the three reduced dimensions are fully
utilized for differences within the result set rather than needing to include infor-
mation about the collection as a whole. To reduce the cognitive strain of viewing
a large number of multimedia items at once, results in the point cloud display are
represented as points in space, only showing a preview of the respective query
result when hovered by a user’s hand. An example of the point cloud display is

shown in
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Fig. 3. The point cloud display for the query “A whale shark”. The points are colored
by their relative query score, where the best scoring result is colored green, and the
worst scoring result is colored red.

The point cloud display can be used with any feature space, dimensionality
reduction method, and point coloring, irrespective of the similarity query used
to generate the results. This parameterization allows the point cloud display
to be tuned to a specific task or use case. In our implementation of the point
cloud display for the VBS 2024, we use a semantic co-embedding feature, ex-
periment with t-SNE [3] and UMAP [4] dimensionality reduction, and color the
points configurably by the relevance to the query (as shown in or the
coordinates in the reduced feature space.

The point cloud display is not meant to replace conventional browsing dis-
plays, such as the cylindrical grid display implemented in vitriv-VR, but rather
to complement them by providing alternative forms of user interaction and re-
sult display. While the point cloud display shows fewer result previews at once,
it allows top-scoring results to be viewed in the context of their similarity to
other results, making it easy to disregard entire clusters of irrelevant results and
focus on areas of the point cloud containing more related results.

The most closely related browsing method previously used at a VBS is that
implemented in EOLAS [I3]. While this method also uses dimensionality reduc-
tion to show query results within the context of similar multimedia objects, it
allows the viewing of only a very limited number of results at once and does not
allow quick scanning of the result space.
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4 Improved Text Input

In addition to the implementation of the point cloud display, this iteration of
vitrivr-VR includes a number of further improvements. The two most notable
of these improvements both concern how users of the system can input text.
Analyses of the VBS 2023 indicate, once more, that the most successful systems
rely on text queries and that text input is much slower in VR systems than in
comparable systems using conventional interfaces [I1].

The first improvement to vitrivr-VR text input is the replacement of our
speech-to-text input method. Previously based on Mozilla DeepSpeec our
new speech-to-text input is now based on the much more capable OpenAI Whis-
per [6]. Whisper addresses some of the most common limitations of our imple-
mentation of DeepSpeech, namely the accuracy of transcription and support for
languages other than English.

Our second improvement to text input is based on the observation that a
query can be input by keyboard much more quickly than it can even be spoken for
speech-to-text input. This puts VR systems at a disadvantage at the beginning of
a search task when no results are available that can be scanned while refining the
query. To give users the option to conveniently input their initial query using a
physical keyboard, vitrivr-VR implements support for headsets with passthrough
augmented reality capabilities, such as the Vive Focus 3.

5 Conclusion

This paper presents the state of the vitrivr-VR system in which we intend to
participate in the VBS 2024. We focus particularly on our novel point cloud
browsing interface, which presents results within the context of a similarity fea-
ture space, and on our improvements to text input.
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