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Abstract. The Web is increasingly used as a source for content of
datasets of various types, especially multimedia content. These datasets
are then often distributed as a collection of URLs, pointing to the orig-
inal sources of the elements. As these sources go offline over time, the
datasets experience decay in the form of link-rot. In this paper, we ana-
lyze 24 Web-sourced datasets with a combined total of over 270 million
URLs and find that over 20% of the content is no longer available. We
discuss the adverse effects of this decay on the reproducibility of work
based on such data and make some recommendations on how they could
be mediated in the future.
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1 Introduction

Multimedia datasets enjoy increasing popularity, largely driven by the ever in-
creasing need for training data of large machine learning models. The Web offers
a convenient source from which to compile such datasets. Such collections of Web
content are then often distributed as a list of URLs, directly pointing to the orig-
inal source of the individual contained content elements. While this distribution
method is convenient, it comes with a substantial drawback. Since commonly,
the authors of a collection are not the authors of its content, they have no con-
trol over the availability of the contained elements. When individual elements
become unavailable, the links contained within the collection break and the col-
lection degrades, calling into question the reproducibility of any results obtained
by using the dataset.

In this paper, we analyze the link-rot of Web-sourced datasets of various
types. To do this, we query the original sources of 24 different datasets published
between 2009 and 2022 and observe the overall success rate as well as the different
error responses. We find that of the roughly 270 million URLs queried, over 20%
do no longer return the expected content.

The remainder of this paper is structured as follows: after providing a brief
overview of related work in Section 2, Section 3 introduces the 24 different
datasets that were used in this study. Section 4 outlines the methodology used
for the analysis of the datasets and their online availability before Section 5
details the results. We offer some concluding remarks in Section 6.
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2 Related Work

Hyperlinks that do not or no longer point to their intended resource are a well-
known occurrence in the Web. While at the very least a source of annoyance
to the everyday Web-user, the impact of such ‘broken’ links can be more far-
reaching. The Hiberlink project [22] studied the extent of the preservation of
linked online resources in scholarly publications. Zhou et al. [32] and Klein et al.
[13] found that already in 2014, over 20% of surveyed scholarly articles included
Web links and that this rate appeared to be increasing. Experiments presented
in [31] estimate that roughly 36% of all URLs contained in published scientific
papers no longer point to their intended resource.

Also, outside of scholarly publications, the decay of online references has
undesirable consequences. Dividino et al. [7] observe increasing error responses
across a large number of linked open data endpoints over time and Zittrain et
al. [34] find that 50% of URLs in US Supreme Court opinions no longer point
to their original content. As several of these studies only consider 400 and 500
HTTP responses as rotten links, it is safe to assume that the actual number is
probably even higher as many sites use ‘soft-404s’, which respond with a 200 OK
code but display a more user-friendly 404 error message [16].

While several suggestions and recommendations have been made to address
these issues over the years [3,21], the problem still persists.

With the increased activities in the area of machine learning research in
recent years, the need for ever more training data has become apparent and
the Web offers a convenient source of such data in various modalities. Early
Web-sourced multimedia datasets such as ImageNet [6], have been dwarfed by
more recent collections such as LAION-400M [24] or LAION-5B.1 The latter are
exclusively distributed as a collection of URLs to the individual image sources,
since both the size of the collection as well as the uncertain licensing of the
individual contained items makes an other form of distribution inconvenient.

There has so far been no comprehensive analysis on the rate of (link-)rot
experienced by such collections and its consequence for reproducibility of work
based on them.

3 Datasets

For our analysis, we use 24 different Web-sourced datasets originally released for
different purposes and containing different kinds of documents. The complete
list of all considered Datasets is shown in Table 1.

The age range of the considered datasets spans roughly 13 years, the oldest
one being from 2009 while the most recent one was published in 2022. The num-
ber of URLs per dataset ranges from 104 to 109, with the consequence that the
two largest datasets together account for 81% of all URLs. Since our focus is on
multimedia datasets, 15 of them contain references to videos, 6 contain images,

1 https://laion.ai/blog/laion-5b/

https://laion.ai/blog/laion-5b/
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Table 1. Datasets Overview sorted by number of URLs

Dataset #URLs Hosts Content Release
YouTube Speakers [23] 1‘111 YouTube Video 2013
Evoked Expressions in Video [28] 5‘155 YouTube Video 02.2021
RealEstate10K [33] 7‘255 YouTube Video 05.2018
Columbia Consumer Video [11] 9‘317 YouTube Video 04.2011
ActivityNet [8] 19‘994 YouTube Video 06.2015
V3C [20] 28‘450 Vimeo Video 10.2018
IACC [17] 39‘937 Archive.org Video 2010
What’s Cookin’ [15] 47‘935 YouTube Video 03.2015
PS-Battles [10] 102‘028 Mixed Image 04.2018

Document Similarity Triplets [5] 120‘515 Wikipedia
arxiv.org Other 2014

NUS-WIDE [4] 257‘789 Flickr Image 07.2009
YouTube-BoundingBoxes [18] 285‘410 YouTube Video 02.2017
Kinetics 700-2020 [27] 643‘459 YouTube Video 10.2020
CORD-19 [30] 1‘122‘751 Mixed Other 03.2022
Sports-1M [12] 1‘133‘158 YouTube Video 04.2014
AudioSet [9] 2‘084‘320 YouTube Video 06.2017
Conceptual Captions [25] 3‘333‘652 Mixed Image 07.2018
Google Metadata for Datasets [2] 3‘602‘027 Mixed Other 05.2020
YouTube-8M [1] 5‘410‘112 YouTube Video 09.2016
Open Images Dataset V6 [14] 9‘178‘275 Flickr Image 02.2020
Wikilinks [26] 10‘888‘549 Mixed Other 10.2012
ImageNet [6] 14‘197‘119 Mixed Image 2011

YFCC100M [29] 100‘000‘000 Flickr Video
Image 02.2016

Web Video in Numbers [19] 121‘781‘244 YouTube
Vimeo Video 07.2017

Total 274‘299‘562
Total unique 270‘828‘632

with one of them containing both. The remaining 4 datasets are comprised of
URLs referencing other resource types and are included for comparison. Out of
the 15 datasets containing references to Web video, 11 exclusively use YouTube
as a host. An additional two exclusively contain references to Vimeo2 and the
Internet Archive3 respectively. The remaining one contains references to both
YouTube and Vimeo. This uniformity in hosts is an almost exclusive property
of the video datasets. Of the collections of URLs linking to images, only one of
them uses one host exclusively; Flickr.4 All the other image datasets as well as
all datasets referencing other content have a diverse set of hosts from all over
the Web.

2 https://vimeo.com
3 https://archive.org
4 https://flickr.com

https://vimeo.com
https://archive.org
https://flickr.com
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Across all the analyzed datasets, there are a total of 270‘828‘632 unique
URLs, which means that out of the 274‘299‘562 ones that form the naive total,
3‘470‘930 are duplicates. For the analyses presented in Section 5, we treat all
datasets independently and can therefore ignore this overlap.

4 Methodology

To query the URLs, we used a custom distributed setup with a central coor-
dination node and multiple worker instances hosted on various cloud providers.
Workers would request batches of URLs from the coordinator via a simple REST
API, query all URLs in the batch and report their findings back. The URLs were
queried between April and June 2022 with some additional queries in August.

For Vimeo and YouTube, the workers could make use of APIs provided by
the platforms in order to efficiently query the status of videos. This enabled
the worker to request the status of multiple videos within one request, thereby
reducing the required number of requests. Using the APIs of these platforms
was reasonable since the set of possible errors reasonably to be expected from
one of these platforms was limited to a well-formed response about a video no
longer being available. For this analysis, we did not distinguish between semantic
reasons for the unavailability of a video, such as a video being deleted by the user,
regionally restricted, set to private, or removed by the platform for copyright
violations.

For all other platforms, a worker would query an URL directly via a HTTP
request. In case the worker could not establish a HTTP connection, it would retry
at a later point in time for a maximum of three tries. If the 3rd try failed to
establish any connection, it would record the type of network error (i.e., name
resolution failure, connection refusal, connection timeout, etc.) as a result for
that URL. In cases where a HTTP connection could be established, the worker
would first check the status code. If a well-formed HTTP error is reported, the
worker accepts it as a response for that URL. If a 200 OK status is returned,
the worker validates the actually returned content. It checks if the content type
corresponds to the expected data (e.g., if a request to an URL ending in ‘.jpg’
has the content type ‘image/jpg’) and if the content itself is valid (e.g., if the
returned image can be decoded). This is done in order to identify both inher-
ently broken documents as well as ‘soft-404s’ which are human-readable error
responses delivered with a valid status code, rendering them no longer machine
readable.

Once a worker has queried all URLs of its current batch, it sends the obtained
results back to the coordinator and requests a next batch. The coordinator stores
all received results persistently for subsequent analysis.

5 Results

This section discusses the results obtained from the analysis of the datasets
introduced in Section 3.



Link-Rot in Web-Sourced Multimedia Datasets 5

Table 2. Total number of available and unavailable elements per dataset

Dataset Total Available Unavailable Availability
YouTube Speakers 1‘111 1‘111 0 100.0%
PS-Battles 102‘028 101‘676 352 99.7%
Document Similarity Triplets 120‘515 119‘347 1‘168 99.0%
IACC 39‘937 38‘132 1‘805 95.5%
RealEstate10K 7‘255 6‘871 384 94.7%
Kinetics 700-2020 643‘459 600‘265 43‘194 93.3%
EEV 5‘155 4‘743 412 92.0%
YouTube-BoundingBoxes 285‘410 261‘539 23‘871 91.6%
Open Images Dataset V6 9‘178‘275 8‘237‘848 940‘427 89.8%
AudioSet 2‘084‘320 1‘804‘406 279‘914 86.6%
YFCC100M 100‘000‘000 86‘388‘275 13‘611‘725 86.4%
What’s Cookin’ 47‘935 40‘905 7‘030 85.3%
Conceptual Captions 3‘333‘652 2‘845‘237 488‘415 85.3%
ActivityNet 19‘994 16‘846 3‘148 84.3%
YouTube-8M 5‘410‘112 4‘557‘852 852‘260 84.2%
Sports-1M 1‘133‘158 923‘190 209‘968 81.5%
V3C 28‘450 22‘729 5‘721 79.9%
NUS-WIDE 257‘789 205‘471 52‘318 79.7%
Google Metadata for Datasets 3‘602‘027 2‘784‘720 817‘307 77.3%
CORD-19 1‘122‘751 863‘362 259‘389 76.9%
Web Video in Numbers 121‘781‘244 90‘691‘509 31‘089‘735 74.5%
Columbia Consumer Video 9‘317 6‘893 2‘424 74.0%
Wikilinks 10‘888‘549 6‘495‘786 4‘392‘763 59.7%
ImageNet 14‘197‘119 7‘144‘800 7‘052‘319 50.3%
Total 274‘299‘562 214‘164‘681 60‘134‘881 78.1%

Table 2 shows the number of available and unavailable elements for each
dataset as well as the fraction of availability. The mean-average availability across
all datasets is 78.1%, meaning 21.9% of all queried URLs did not return the
content referenced when the dataset was compiled. Out of the 24 tested datasets,
only one is still completely available from the original sources. The most ‘link-
rotten’ dataset is ImageNet, which is also among the oldest among the tested
ones. In the roughly 11 years between its publication and our analysis, almost
half of its original sources became unavailable.

While the age of a dataset is certainly a contributing factor to the amount of
Link-Rot it shows, it lacks clear explanatory power. This can be seen in Figure 1
which shows the amount of rot per dataset on the vertical and the time of its
release on the horizontal axis. In this figure, the three datasets that are either
composed of one type of content from two hosts or two content types from one
host (i.e., Document Similarity Triples, YFCC100M, and Web Video in Num-
bers) are split in two to consider each host or type separately. The correlation be-
tween the age of an observed dataset and the amount of rot it experiences is 0.19
(p = 0.348). When only considering the video datasets sourced from YouTube,
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Fig. 1. Amount of Link-Rot relative to Dataset Release Date by Type and Host

which from the largest subset, the correlation grows to 0.35 (p = 0.257). The
two datasets with the worst availability are both sourced from the Web at large
and are both roughly a decade old at the time of sampling. Their availability is
much lower when compared to other datasets of similar age that were sourced
from one single hosting platform. It therefore stands to reason that the general
decay rate in the Web might be higher compared to that of a dedicated content
hosting platform (correlation: 0.73, p = 0.064). This makes intuitive sense, since
a dedicated platform might have a stronger interest to guard against unintended
content loss.5 In contrast to more broadly sourced collections, datasets sourced
from only one source do however have a single point of failure, as they would be-
come completely unavailable if the one host they are sourced from would become
permanently unavailable (however unlikely this might be for these particular
platforms).

In contrast to the video hosting platforms, the sources used for the document
and image datasets can all be delivered with a simple HTTP requests and are
hence easier to obtain. Since communication is happening directly via HTTP
rather than some platform-specific mechanism, a different set of failure states
needs to be handled in case the request does not return the expected content.
Table 3 shows the different errors that the workers encountered when querying
the content of the various datasets.

The first failure case listed in the table consists of a request returning a
well-formed HTTP response containing invalid content. This predominantly oc-

5 This is to be seen as a general trend rather than a definite insight, as due to lack of
release dates for individual URLs and the resulting crudity of the analysis, none of
the correlations pass any reasonable threshold for statistical significance.
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curs in the form of so-called ‘soft-404s’ which is a human-readable error page
delivered with a 200 OK status code. This category also include requests that
return incomplete or otherwise unreadable files. These kinds of invalid responses
can often be observed in Conceptual Captions and ImageNet which are both
composed of images sourced from all over the Web.

The next category of problems encompasses everything happening one or
more layers below HTTP, resulting in no valid HTTP connection being estab-
lished. This includes connection refusals, connection timeouts, name resolution
errors, etc. These errors predominantly occur when querying datasets from a
large range of hosts.

The remaining categories consist of various well-formed HTTP errors. These
can primarily be divided into two groups: client-side errors (HTTP 4XX) and
server-side errors (HTTP 5XX). All error codes outside of these ranges are grouped
into the Other column in this table. Those are largely composed of status codes
that are not officially defined in the HTTP specification.6

Among the client side errors, the 404 Not Found is the most common one,
which is to be expected, as it is the appropriate reply for a request for a re-
source that does not exist. This is in contrast to 410 Gone, which describes a
resource that was valid once but no longer exists. Other common responses in
this category include 401 Unauthorized and 403 Forbidden, both dealing with
requests for which additional permissions would be required, as well as 400 Bad
Request that here appears to be used as a more generic catch-all error response.
Several other error codes in the 400-range were observed as well, many of them
lacking an official definition.7

In the remaining category of server-side errors, the most commonly observed
is the generic 500 Internal Server Error. Other commonly observed errors
from this category include 502 Bad Gateway, 503 Service Unavailable, and
504 Gateway Timeout. The less commonly observed status codes include a wide
range, including many for which no official definition exists.8

An obvious solution to the decay of a dataset though link-rot is to produce
an archived copy of all of its content, before it has a chance to decay. To do this,
it is however necessary that all content elements of a dataset are licensed in such
a way that allows their redistribution. Table 4 shows that out of the analyzed
datasets, only 5 exclusively contain content that comes with such permissive
licenses and for only 8 of the datasets, we were able to confirm that archival
copies independent from the contents original source are available.

6 Observed status codes below 400 and above 600: 101, 300, 301, 302, 303, 304, 307,
600, 617, 651, 670, 724, 750, 903, 999. Italicized codes have no generally accepted
definition.

7 Observed error codes between 400 and 500: 400, 401, 402, 403, 404, 405, 406, 407,
408, 409, 410, 412, 414, 415, 416, 417, 418, 419, 420, 421, 422, 423, 424, 426, 429,
444, 445, 447, 449, 451, 456, 463, 465, 470, 471, 473, 477, 478, 479, 490, 493, 498.
Italicized codes have no generally accepted definition.

8 Observed error codes between 500 and 600: 500, 501, 502, 503, 504, 505, 506, 507,
508, 509, 511, 512, 520, 521, 522, 523, 524, 525, 526, 529, 530, 533, 534, 535, 543,
555, 556, 567, 591. Italicized codes have no generally accepted definition.



8 V. Lakic et al.

T
ab

le
3.

D
is

tr
ib

ut
io

n
of

re
as

on
fo

r
m

is
si

ng
el

em
en

ts
fr

om
Im

ag
e

an
d

D
oc

um
en

t
da

ta
se

ts
.
M

os
t

re
le

va
nt

H
T

T
P

er
ro

r
st

at
us

co
de

s
ar

e
lis

te
d

ex
pl

ic
it

ly
,o

th
er

s
ar

e
sh

ow
n

in
ag

gr
eg

at
e.

In
va

lid
C

on
te

nt
co

un
ts

in
st

an
ce

s
of

va
lid

H
T

T
P

re
sp

on
se

s
th

at
de

liv
er

ed
ei

th
er

in
va

lid
or

in
co

m
pl

et
e

do
cu

m
en

ts
or

do
cu

m
en

ts
of

a
di

ffe
re

nt
da

ta
ty

pe
.

N
o

H
T

T
P

C
on

ne
ct

io
n

co
un

ts
in

st
an

ce
s

w
he

re
no

H
T

T
P

co
nn

ec
ti

on
co

ul
d

be
es

ta
bl

is
he

d
to

th
e

re
m

ot
e

se
rv

er
.

R
el

ev
an

t
er

ro
r

co
de

s
in

cl
ud

e:
40

0
Ba

d
Re

qu
es

t,
40

1
Un

au
th

or
iz

ed
,
40

3
Fo

rb
id

de
n,

40
4

No
t

Fo
un

d,
41

0
Go

ne
,
50

0
In

te
rn

al
Se

rv
er

Er
ro

r,
50

2
Ba

d
Ga

te
wa

y,
50

3
Se

rv
ic

e
Un

av
ai

la
bl

e,
an

d
50

4
Ga

te
wa

y
Ti

me
ou

t.
O

th
er

co
de

s
in

cl
ud

e
bo

th
offi

ci
al

ly
de

fin
ed

H
T

T
P

st
at

us
co

de
s

as
w

el
la

s
su

ch
fo

r
w

hi
ch

no
offi

ci
al

de
fin

it
io

n
an

d
ag

re
ed

-u
po

n
se

m
an

ti
cs

ex
is

ts
.

D
at

as
et

U
na

va
ila

bl
e

In
va

lid
C

on
te

nt
N

o
H

T
T

P
C

on
ne

ct
io

n
HT

TP
4X

X
HT

TP
5X

X
O

th
er

40
0

40
1

40
3

40
4

41
0

O
th

er
50

0
50

2
50

3
50

4
O

th
er

P
S-

B
at

tl
es

35
2

30
36

2
1

50
19

7
2

12
8

2
7

0
5

0
D

oc
um

en
t

Si
m

ila
ri

ty
T
ri

pl
et

s
1‘

16
8

12
8

0
0

0
0

1‘
04

0
0

0
0

0
0

0
0

0
IA

C
C

1‘
80

5
1

86
0

0
91

10
1

0
0

1‘
52

6
0

0
0

0
0

N
U

S-
W

ID
E

52
‘3

18
0

0
0

0
0

35
‘1

41
17

‘1
77

0
0

0
0

0
0

0
C

on
ce

pt
ua

lC
ap

ti
on

s
48

8‘
41

5
66

‘2
28

11
3‘

99
3

13
‘9

33
3‘

66
6

63
‘8

18
18

7‘
61

0
31

75
23

‘5
49

5‘
46

7
14

20
4‘

66
9

25
75

9
9

C
O

R
D

-1
9

25
9‘

38
9

0
10

‘9
67

0
7

17
6‘

58
3

5‘
61

8
3‘

45
2

2‘
14

2
12

4
8

60
‘4

88
0

0
0

G
oo

gl
e

M
et

ad
at

a
fo

r
D

at
as

et
s

81
7‘

30
7

0
49

‘6
11

25
4

1
54

0‘
48

5
16

9‘
11

9
5‘

61
3

49
‘1

89
88

6
51

2‘
09

8
0

0
0

O
pe

n
Im

ag
es

D
at

as
et

V
6

94
0‘

42
7

1
13

0
0

0
73

4‘
18

4
20

6‘
17

1
0

19
39

0
0

0
0

W
ik

ili
nk

s
4‘

39
2‘

76
3

0
1‘

48
6‘

96
5

12
‘2

89
7‘

35
1

67
9‘

33
6

1‘
60

5‘
62

5
13

2‘
30

4
35

6‘
55

4
50

‘9
51

3‘
76

3
35

‘8
48

90
2

17
‘8

41
1‘

65
9

Im
ag

eN
et

7‘
05

2‘
31

9
72

0‘
89

0
1‘

78
5‘

52
7

27
‘6

42
4‘

63
5

46
2‘

42
6

3‘
37

7‘
52

3
40

6‘
91

8
18

1‘
40

3
29

‘7
16

5‘
78

4
40

‘9
77

2‘
29

1
4‘

87
4

34
7

Y
F
C

C
10

0M
13

‘6
11

‘7
25

3
2‘

58
6

0
0

1
9‘

86
0‘

21
5

3‘
74

6‘
65

9
0

29
4

1‘
96

6
0

1
0

0



Link-Rot in Web-Sourced Multimedia Datasets 9

Table 4. Availability of dataset content under a permissive license and availability
of a complete copy of the linked content. Google Metadata for Datasets, Web Video
in Numbers, and Wikilinks are omitted from this table, as these datasets are only
concerned with the links themselves and not the actual content they point to.

Dataset Permissive licence Copy available
ActivityNet ✓

AudioSet
Columbia Consumer Video
Conceptual Captions
CORD-19 ✓

Document Similarity Triplets ✓

Evoked Expressions in Video
IACC ✓ ✓

ImageNet ✓

Kinetics 700-2020 ✓

NUS-WIDE
Open Images Dataset V6 ✓ ✓

PS-Battles
RealEstate10K
Sports-1M
V3C ✓ ✓

What’s Cookin’
YFCC100M ✓ ✓

YouTube Speakers
YouTube-8M
YouTube-BoundingBoxes

6 Conclusion

We presented an analysis of 24 Web-sourced datasets and found that of the
combined 270 million URLs, over 20% no longer point to the intended content.
Only one of the 24 datasets was unaffected by this link-rot while the most affected
has decayed by almost half. We found that datasets sourced from the Web at
large experience the largest amount of link-rot and the greatest diversity in
observed errors during querying. While the amount of link-rot of a dataset can
only increase over time, age is only one factor among several. Only for a small
subset of the studied datasets were we able to confirm that a complete archival
copy exists and is available. Even fewer datasets are exclusively composed of
content that would easily allow for such re-distribution.

Since it is not foreseeable that the need for diverse datasets of various modal-
ities will decrease, it is to be expected that the observed link-rot will have in-
creasingly adverse effects of the reproducibility of scientific work that makes use
of such data. Authors of such datasets, especially when sourcing the content from
the Web, should therefore take care that the content of their collections is li-
censed in such a way that enables re-distribution. Further, they should endeavor
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to keep a complete reference copy of all the content of their dataset and make at
least those parts of it available upon request that can no longer be obtained from
the original sources. In cases where the collections become too large to be easily
handled, it might become necessary to employ distributed storage solutions so
that the ones interested in using a dataset can contribute to its hosting, thereby
ensuring future availability while sharing the incurred resource requirements.
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