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ABSTRACT
Personal lifelog data collections are becoming more common as a
memory aid, as well as for analytical tasks, such as health and fit-
ness analysis. Due to the multimodal and personal nature of lifelog
data, interactive multimedia retrieval approaches are required to
facilitate flexible and iterative query formulation and result explo-
ration for retrieval and analysis. In recent years, novel user interface
modalities have emerged, that allow new ways for users to interact
with a retrieval system. Virtual reality, one such new modality, pro-
vides advantages as well as challenges for interactive multimedia
retrieval in comparison to conventional desktop-based interfaces.

This paper describes a novel desktop-virtual reality hybrid sys-
tem participating in the Lifelog Search Challenge 2023. The system,
which is based on the components of the vitrivr stack, is described
with a focus on query formulation in the web-based desktop user in-
terface vitrivr-ng, and result exploration in the virtual reality-based
vitrivr-VR.
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1 INTRODUCTION
Increasing numbers of people are recording their lives through
images, videos and health data using increasingly affordable de-
vices for the recording of this data, such as smartphones, action
cameras, smart watches and fitness trackers. As a result, the size
of personal collections of these kinds of data are ever increasing
and are reaching sizes and velocities of growth beyond anything
manageable by manual annotation.

While some of this data is primarily collected to be aggregated
and observe trends, such as fitness and health related data, much of
it is also used as a memory aid or to save cherished memories. To
allow appropriate use of this so-called lifelogging data, it must be
accessible not only by exact file name or specific date and time, but
also based on other attributes such as the content and the temporal
series of events recorded by it.

Many approaches already exist to analyze and retrieve lifelogging
data. Some of these approaches are fully automated, requiring only
an initial query to return results, but many more are interactive,
allowing a user to iteratively refine their query and explore the data.
Fully automated approaches may seem like the more convenient
solution, however, in most cases interactive approaches are more
desirable for lifelog analytics tasks, as results of a query may lead
to insights that can be used to refine the search.

Virtual reality (VR) is a relatively new user interface modality,
but has already shown great promise for multimedia retrieval inter-
faces [2, 3]. Previous multimedia retrieval evaluations have shown,
that VR provides both advantages as well as challenges in compar-
ison to desktop user interfaces. In particular, while the available
space in VR is a great advantage for results exploration, text-based
query formulation is much slower when using methods available
in VR as compared to using a physical keyboard.

Both vitrivr [7, 8] and vitrivr-VR [13, 15] have participated in
previous instances of the Lifelog Search Challenge (LSC) [6] and
demonstrated competitive performance. As indicated by analyses of
previous multimedia retrieval evaluations [14], while the more tra-
ditional browser-based user interface of vitrivr enables the user to
express complex queries quickly with a multitude of modalities, the
immersive result interaction modes of vitrivr-VR allow for efficient
and intuitive browsing of results. For the 2023 edition of the LSC [6],
we present a hybrid approach based on these findings that combines
the two interfaces into a single system leveraging the advantages
of both, to overcome the challenges of either. The hybrid system,
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Figure 1: Architecture of the vitrivr desktop-VR hybrid sys-
tem. Diagram adapted from [10].

which is operated by two users, seeks to combine the strengths of
the two types of interfaces. Queries are expressed through the desk-
top interface while results are explored and ultimately submitted
to the evaluation server in virtual reality.

The remainder of this paper is structured as follows: Section 2
details the architecture and setup of the hybrid system while Sec-
tion 3 outlines the cooperative interaction mode. Finally, Section 4
concludes.

2 SYSTEM OVERVIEW
The vitrivr stack generally consists of three components: the data
persistence layer Cottontail DB [4], the feature extraction and query
processing engine Cineast [9], and a user interface. In the past, the
user interface used would be either the browser-based vitrivr-ng [5]
or the vitrual reality interface vitrivr-VR [13]. In this version of the
system however, we use both of these user interfaces simultane-
ously for different parts of the multimedia retrieval process.

In order for the usually independently operated user interfaces to
be able to benefit from each other’s strengths, onlyminor extensions
to the backendwere necessary. A newly introduced query and result
caching mechanism stores relevant query information as well as all
results that were transmitted to a frontend during query execution.
These cached results are made available through additional API
endpoints. This allows any client to request previously retrieved
result sets, even if they were generated by a query sent by a different
client.

In our setting, vitrivr-VR uses these newAPI endpoints to poll for
new results and make them available to the operator for exploration.
The only additionally required changes were relevant configuration
options to disable the query formulation functionality on vitrivr-
VR and the communication with the evaluation server on vitrivr-
ng, both of which could already be achieved using appropriate
configuration and required no further change to the systems. The
architecture diagram in Figure 1 provides an overview of the hybrid
system.

Coordination in this prototype hybrid system works in a very
analog manner: the desktop operator formulates and executes a
query, that is then displayed in VR for exploration. While the VR
operator is exploring the result set, the desktop operator is able to
specify alternative, more refined queries. To aid in this refinement

process, the VR operator can provide verbal feedback of the results
to the desktop operator. To give the VR operator greater control
over which result set they are exploring, new query results from
the desktop operator are queued up rather than pushed directly
into virtual space, allowing the VR operator to switch back and
forth between result sets at will.

By allowing the desktop operator to focus on query formulation
and refinement, and the VR operator to focus on exploration and
submission we expect to overcome the challenges of one interface
modality with the strengths of the other. Through this simultaneous
query refinement and result exploration, we expect to increase
efficiency of the interactive retrieval process.

3 INTERACTION MODES
The following outlines the interaction modes available to the two
operators through each of the two interfaces and how they can be
used jointly in order to retrieve desired results.

3.1 Query Formulation
As discussed in the context of prior participation to this evaluation
campaign [7, 8], vitrivr offers a broad range of query modalities, all
of which are accessible through vitrivr-ng. The following provides
and overview of the modalities used in this instance.

Query-by-Sketch (QbS) uses rough visual approximations
for querying. Sketches can contain color or edge informa-
tion that is compared to the dataset images without taking
any higher order semantic information into account. Due
to the types of tasks used in this challenge, where no visual
information is shown, sketch-based queries are rarely useful
by themselves. They can however be of use in combination
with other query modalities to further narrow a search.

Tag-based querying uses a fixed set of pre-defined tags from
which a user can select. Since the number of tags known
to the retrieval system can be large, the UI offers a text-
completion mechanism for easy selection. The tags used in
this instance come from the tag and location columns of the
provided metadata.

Map-based querying uses the GPS coordinates providedwith
the dataset and compares them with a user-defined point
specified on a map.

Full-text search is used to search for relevant overlaps be-
tween a user-provided query string and the text provided in
the OCR and caption-columns of the dataset.

Visual-text co-embeddings also use textual input, but rather
than comparing strings directly, they use several multi-modal
embeddings to project the input’s semantics into a vector
space which is populated by information extracted from the
images. In this instance, we use both a custom visual-text
co-embedding [12] as well as an OpenCLIP [1] model trained
on LAION-5B [11].

Temporal querying enables the combination of several of the
above querymodalities and to specify a temporal dependence
between multiple instances of them.
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Figure 2: Result exploration methods in VR. Left: cylindrical results display showing result segments cylindrically around the
user. Right: multimedia drawer showing lifelog images temporally ordered within the wireframe drawer.

3.2 Result exploration
Results exploration for the hybrid system is provided by vitrivr-VR.
Many of the available exploration modes have been described in
the context of previous participation in the LSC [13, 15]. In the
following, we give an overview of the result exploration methods
available through vitrivr-VR.

The cylindrical result view provides a first level of results
exploration. Results are arranged in a grid-like fashion cylin-
drically around the user, ordered by their query score. An
example of this is shown on the left side of Figure 2. Different
versions of the result view allow grouping by days or for
temporal queries by temporal sequence. The view grouped
by day displays the highest scoring results for each day as
stacks outwards of the cylinder ordered by the maximum
score of all items of that day. The temporal sequence grouped
view displays the items belonging to a retrieved temporal
sequence in a similar stacked way to the day grouped results,
ordered by the score of the temporal sequence.

The detail view allows the detailed examination of an item
from the results after an item of interest has been discovered
in the result view. Besides inspection of result images in
higher resolution, this view gives access to additional func-
tions. It allows the display of associated metadata, which can
be used to gain insight into the viewed item, and to open the
multimedia drawer view, which shows the selected image
in the temporal context of the images recorded before and
after.

The multimedia drawer enables the exploration of the im-
ages of a single day in temporal order. Resembling a wire-
frame drawer in appearance, the multimedia drawer contains
the temporally ordered images of a single day as a horizontal
stack, reminiscent of files in a real drawer, as shown on the

right side of Figure 2. Hovering over an image in 3D space
raises it above the drawer, allowing a sequence of images to
be explored quickly by moving a hand through the drawer,
similar to a flip-book. By extending the drawer via its handle
it can be expanded, making it easier to view individual im-
ages. Any image of interest can be selected in the multimedia
drawer to create a detail view for further inspection.

Both detail views and multimedia drawers are grab- and place-
able 3D objects in the virtual space, allowing them to be positioned
anywhere in virtual space. Unless closed manually, these persist
between queries and can be used for reference or simply saved for
later submission.

4 CONCLUSION
In this paper, we described a novel desktop-virtual reality hybrid
multimedia retrieval system built on the vitrivr stack. Past research
has shown the advantages and the challenges of desktop and VR
interfaces when used independently. By leveraging the fast query
formulation of the desktop-based vitrivr-ng and the immersive
browsing capabilities afforded by vitrivr-VR in virtual reality, we
aim to combine the advantages of both modalities. We hope to gain
insight into if and how the challenges of individual user interface
modalities can be overcome, by utilizing the strengths of others.
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